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equality of male and female slopes when both intercepts are zero
of gastric dehydrogenase activity, the mean first-
is estimated to be 2.20 times as large as the mean
women (approximate 95% confidence interval fro

). For a given level
pass alcohol metabolism for men
first-pass alcohol metabolism for
m 1.37 to 3.04).

Scope of Inference

Because the subjects were volunteers
The inference that men and women d
strengthened, however, by

» o inference to a larger population is justified.
o have different first-pass metabolism is greatly
the existence of a physical explanation for the difference.
The conclusions ahout the relationship between first-pass metabolism, gastric AD
dehydrogenase activity, and sex are restricted to individuals whose gastric AD

activity is less than 3. The sparseness of data for individuals with greater gastric
AD activity levels prevents any resolution of the answers in the wider range.

The Blood-Brain Barrier—A Controlled Experiment

The human brain is protected from

bacteria and toxins, which course through the
bloodstream,

by a single layer of cells called the blood-brain barrier. This barrier

normally allows only a few substances, including some medications, to reach the
brain. Because chemicals used to treat, brain cancer have such large molecular size,
they cannot pass through the barrier to attack tumor cells. At the Oregon Health
Sciences University, Dr. E. A, Neuwelt developed a method of disrupting the barrier
by infusing a solution of concentrated sugars.

As a test of the disruption mechanism, researchers conducted a study on rats,
which possess a similar barrier. (Data from P. Barnett et al., “Differential Perme-
ability and Quantitative MR Imaging of a Human Lung Carcinoma Brain Xenograft
in the Nude Rat,” American Journal of Pathology 146(2) (1995): 436-49.) The rats
were inoculated with human lung cancer cells to induce brain tumors. After 9 to
11 days they were infused with either the barrier disruption (BD) solution or, as
a control, a normal saline (NS) solution. Fifteen minutes later, the rats received
a standard dose of the therapeutic antibody L6-F(ab’)s.
were sacrificed, and the amounts of antibody in the br.
tissue were measured. The time line for the experiment
Measurements for the 34 rats are listed in Display 11.4.

After a set time they
ain tumor and in normal
is shown in Display 11.3.

Inoculation with
cancer cells

,_..RE:.EE Antibody _ Sacrifice; measurement
infusion

of antibody in tumor
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to the antibody concentration in normal tissue outside
tumor concentration divided b
of the antibody that re

of the brain. The brain
y the liver concentration is a measure of the amount
ached the brain relative to the amount of it that reached

other parts of the body. This is the response variable: both the numerator and
denominator of this ratio are listed in Dis

play 11.4. The explanatory variables in the
table comprise two categories: design variables are those that describe manipulation
by the researcher; covariates are those measuring characteristics of the subjects that
were not controllable by the researcher.

Was the antibody concentration in the tumor increased by the use of the blood-
brain barrier disruption infusion? If s0, by how much? Do the answers to these two
questions depend on the length of time after the infusion (from 1/2 to 72 hours)?
What is the effect of treatment on antibody concentration after weight loss, total
tumor weight, and other covariates are accounted for? A coded scatterplot relating
to the major questions is shown in Display 11.5.

Statistical Conclusion

The median antibody concentration in the tumor
estimated to be 2.22 times as much for rats receivi
than for those receiving the control infusion (

(relative to that in the liver) was
ng the barrier disruption infusion
95% confidence interval, from 1.56 to
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For large sample sizes, therefore, the initial tentative model for residual analysis
can err on the side of being rich, including potential model terms that may not be
retained in the end. For small sample sizes, several tentative models may be needed
for residual analysis; and the data analyst must guard against including terms
whose significance hinges on one or two observations. As evident in the strategy
for data analysis laid out in Display 9.9, the process of trying a model and plotting
residuals is often repeated until a suitable inferentjal model is determined.

Example—Preliminary Steps in
the Analysis of the Blood~Brain Barrier Data

The coded scatterplot in Display 11.5 is a good starting point for the analysis.
Apparently, the disruption solution does allow more antibody to reach the brain
than the control solution does; this effect is about the same for all sacrifice times
(time between antibody treatment and sacrifice); an increasing proportion of anti-
body reaches the brain with increasing time after infusion; and this increasing
relationship appears to be slightly nonlinear. A matrix of scatterplots and a corre-
lation matrix (an array showing the sample correlation coefficients for all possible
pairs of variables), which are not shown here, indicate further that the covariates—
days after inoculation, initial weight, and sex of the rat—are associated with the
response. These covariates are also related to the treatment given. (Recall that
randomization was not used.) In particular, rats treated at longer days after inoc-
ulation were also assigned to the longer sacrifice times. Furthermore, all male rats
were assigned to the longer sacrifice times.

This initial investigation suggests the following tentative regression model
(using the shorthand model specification of Section 9.3.5):

wlantibody | SAC, TREAT, DAYS, FEM, weight, loss, tumor}
= SAC + TREAT + (SAC x TREAT) + DAYS + FEM + weight + loss + tumor,

where antibody is the logarithm of the ratio of antibody in the brain tumor to that
in the liver. SAC is the sacrifice time factor with four levels; TREAT is treatment,
with two levels; DAYS is days after inoculation, with three levels; and FEM is
sex, with two levels. Weight, loss, and tumor are the initial weight, weight loss, and
tumor weight variables. Display 11.5 shows a strong linear effect of log sacrifice time
on the response, but some additional curvature may be present as well. To avoid
mismodeling the effect of sacrifice time at the start, it is treated as a factor with
four levels. Similarly, the coded scatterplot suggests that the difference between the
two treatments may be greater for the shorter sacrifice times than for the longer
ones. Consequently, the sacrifice time by treatment interaction terms are included
in the tentative model. Although more terms may be added to this model later,
it captures the most prominent features of the scatterplot. Display 11.6 shows the
plot of residuals versus the fitted values from the regression model. (Note: Even
if prior experience or initial inspection had not led the researchers to consider the
logarithms of the response, the coded scatterplot and residual plot would have
revealed that the variability increases with increasing response, leading them to
the same consideration.)
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The plot draws attention to two observations: one that has a considerably larger
residual than the rest and one that has a fitted value quite a bit larger than the
rest. These are cases 31 and 32, and they appear in the coded scatterplot of Display
11.2 in the upper right-hand corner, separated from the rest of the points. There
appears to be a downward trend in the residual plot, excluding cases 31 and 32.
This could reflect a model that is heavily influenced by one or two observations and
consequently does not fit the bulk of the observations well.

A STRATEGY FOR DEALING WITH INFLUENTIAL OBSERVATIONS

Least squares regression analysis is not resistant to outliers. One or two observations
can strongly influence the analysis, to the point where the answers to the questions
of interest change when these isolated cases are excluded. Although any influential
observation that comes from a population other than the one under investigation
should be removed, removing an observation simply because it is influential is not
justified. In any circumstance, it is unwise to state conclu

sions that hinge on one
or two data points.

Such a statistical study should be considered extremely fragile.
There are two approaches for dealing with excessively influential observations
in regression analysis. One is to use a robust and resistant

regression procedure.
The other

is to use least squares but to examine outliers and influence closely to
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als is clearer in the first version, but the cal-
th the second. Because of this calculating
ferred to as component plus residuals

The meaning of the partial residu
culation is often more straightforward wi
formula, partial residual plots are sometimes re

plots.

Notes About Partial Residuals
sidual Plots Be Used? Partial residuals are primarily useful

when analytical interest centers on one explanatory variable whose effect is expected
to be small relative to the effects of others. They are also useful when uncertainty
exists about a particular explanatory variable that needs to be modeled carefully
or when the underlying explanation for why an observation is influential on the
estimate of a single coefficient needs to be understood.

Rather than using fSalgest as an approximation to
+ uummnﬁu. Here, partial resid-

When Should Partial Re

Augmented Partial Residuals.
f(igest), some statisticians prefer to use Balgest
uals are obtained just as in the preceding algo
included as an explanatory variable in step 1. (In step 2 of the component-plus-
residual version, pres = res + mw__mm% + .mu_.m.m.ﬁp.v If they are equally convenient
to use, the augmented partial residuals are preferred. In many cases, however, the
difference between the partial residual and the augmented partial residual is slight.

Example—Blood-Brain Barrier
indicated some potential outliers, but further

The residual plot in Display 11.6

investigation does not show that these points are influential in determining the
structure of the model or in answering the questions of interest (see Exercise 11.18).

The key explanatory variables are the indicator variable for whether the rat

received the disruption infusion or the control infusion, the length of time after i
infusion that the rat was sacrificed, and the interaction of these. The additional
covariates should be given a chance to be included in the model, for two rea
sons. First (and most importantly), since randomization was not used, it behooves
the researchers to demonstrate that the differences in treatment effects cannot w.m.

explained by differences in the types of rats that received the various treatments
Second, even if randomization had been used, including important covariates can.
yield higher resolution. If the covariates have some additional association with the
response, smaller standard errors and more powerful tests should result from their =

inclusion.
Among the covariates, sex and days
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e This model arises in at least three practical situations:
A AAnaRNACATALLY ; ; .
i :_n, u..zm. phehe 1. Responses are estimates; SEs are available, Sometimes the response values are
— measurements whose estimated standard deviations, SE(Y;), are available. In
Standard Two-sided the preceding model, the w;’s are taken to be 1/[SE(Y7)]?; that is, the responses
error t-statistic p-value with smaller standard errors should receive more weight.
Variable 21.01 <0.0001 2. Responses are averages; only the sample sizes are known. If the responses are
9 —21. e . 5 : . %
e cmww 4.50 0.0001 averages from samples of different sizes and if the ordinary regression model
a . . T . :
:Hmwﬁg fortime=3 N.mwc 16.43 <0.0001 applies for the individual observations (the ones going into the average), then
4 . . . ¥ . .
Indicator for time =24 0.259 19.89 <0.0001 the weighted regression model applies to the averages, ._5:_. weights equal to
Indicator for time =72 0.183 4.35 0.0002 the sample sizes. The averages based on larger samples are given more weight,
Indicator for treatment =BD — e — i 3. Variance is proportional to X. Sometimes, while the regression of a response on an
L e = —— = - T i explanatory variable is a straight line, the variance increases with increases in
; the explanatory variable. Althoush a log transformation of the response might
; ariables depend very little on whether g pli ¥ 5 e .r. 5 b ; =BG By e i
The conclusions regarding the design va correct the nonconstant variance, it would induce a nonlinear relationship. A
3. :_H.n:%_.?:_u. are in the model. . weighted regression model, with w; = 1/Xi (or possibly w; = 1/X?) may be
o sl 1clusions can be based satisfactorily on the model preferable,
5 st that the conclus - ] <,
These results suggest - o . . ks
: . - ited regress an be estimate elg, 2q1SL 8 e f
without the covariates. 6o time is not linear (and since the addition of a g The im.:.u Aaa._ gression model can be m.,n::_:.n .._._E :f_,_v\:mh.?:n ,.a__:«_:: E_w_::
Since the effect of log sacrifice time 1s . ‘fice time is treated as a factor  f the standard regression E.:aon__:.a I most statistical computing pr ograms. The
.m tic term does not remedy the lack-of-fit), sacrific .n‘ R—— f e estimated regression coefficlents are chosen to minimize the weighted sum of squared
adratic te - 110% ) o st : the tres = . . . ; :
s_._m, Hm_ _~ levels. Therefore, the final model used to .:v._,_w:_mP 2 Yeidl atsors el residuals (see Exercise 21 for the calculus). It is necessary for the user to specify
with lour leve s. ; TREAT. The estimates and stanc e ; R esTOTeE sl e Bl < walehibs
the following terms: TIME+ EEMN_. ﬂ_ﬁwwm.;oH. variable for the blood-brain barrier : the response, the explanatory variables, and the weights.
; The coefficient of the indicato! - {fnterpretating B
Display 11.17. The is 0.797. So, expressed in accordance with the :;o_.ﬂ o e
disruption treatment 1s 0. . :_ edian ratio of antibody concentration in the =2 11.6.2 The Delta Method
- log-transformed responses, the med iver is estimated to be exp(0.797) = = . ) ) . )
for ._:m :.N:_.u»o antibody concentration in the liver is c.,..gsﬂ_‘mw::m:n :,M: for the 2 When, as in the alcohol metabolism study, there is a quantity of interest that
brein _W:E - for t ood-brain barrier diffusion trez = is a nonlinear function of model rarameters, calculating a standard error for the
2.22 times greater for the b i . eeL T
? | ! estimate of the quantity requires advanced methods. One such method—the delta
CORRROL, £ method—requires some calculus and is therefore presented as an optional topic. '
b T ! Taking the alcohol metabolism study’s example, suppose interest centers on
= e the parameter 0 = B, /(8 + B2), where estimates of B1 and B3 are available. n
11.6 RELATED ISSUES B St Substituting the estimates into the equation for @ produces an estimate for 0. Two
. iy - inputs are required for caleulating its standard error: (1) the variance-covariance
, 11.6.1 Weighted Regression for . o i matrix of the B-estimates, which should be ava ible from the computer, and (2) '
- . Certain Types of Nonconstant Varianc 11 transformation of the partial derivatives of  with respect to each of the 8's. Display 11.18 illustrates Y
) — imes be corrected by a trans S | S 5 Hidtas i . ; s standatd error far thic fx
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m aighite g LR & ST q . A
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